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A New Approach to Track Multiple Vehicles With
the Combination of Robust Detection and

Two Classifiers
Weidong Min , Mengdan Fan, Xiaoguang Guo, and Qing Han

Abstract— It plays an important role to accurately track mul-
tiple vehicles in intelligent transportation, especially in intelligent
vehicles. Due to complicated traffic environments it is difficult to
track multiple vehicles accurately and robustly, especially when
there are occlusions among vehicles. To alleviate these problems,
a new approach is proposed to track multiple vehicles with the
combination of robust detection and two classifiers. An improved
ViBe algorithm is proposed for robust and accurate detection of
multiple vehicles. It uses the gray-scale spatial information to
build dictionary of pixel life length to make ghost shadows and
object’s residual shadows quickly blended into the samples of the
background. The improved algorithm takes good post-processing
method to restrain dynamic noise. In this paper, we also design
a method using two classifiers to further attack the problem
of failure to track vehicles with occlusions and interference. It
classifies tracking rectangles with confidence values between two
thresholds through combining local binary pattern with support
vector machine (SVM) classifier and then using a convolutional
neural network (CNN) classifier for the second time to remove
the interference areas between vehicles and other moving objects.
The two classifiers method has both time efficiency advantage
of SVM and high accuracy advantage of CNN. Comparing with
several existing methods, the qualitative and quantitative analysis
of our experiment results showed that the proposed method
not only effectively removed the ghost shadows, and improved
the detection accuracy and real-time performance, but also was
robust to deal with the occlusion of multiple vehicles in various
traffic scenes.

Index Terms— Multiple vehicles tracking, robust detection,
detection accuracy, support vector machine (SVM), convolutional
neural network (CNN), occlusion.

I. INTRODUCTION

INTELLIGENT vehicle is a hot research topic in recent
years. Providing early-warning signals, monitoring and

exercising control are some examples of major research in
intelligent vehicles [1]. Video-based traffic sign detection,
tracking, and recognition are the important components for
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the intelligent transport systems [2]. Vision based vehicle
detection and tracking methods are important in intelligent
vehicle. Vehicle detection methods are mainly divided into
foreground detection method, feature detection method based
on prior knowledge, and classifier based method [3]. The
purpose of vehicle tracking is to predict the location of the
vehicle to reduce the search space of the vehicle detection
and save computation time. Common tracking algorithm has
Meanshift, Particle Filter and Kalman Filter algorithms [4].
The development of tracking method is relatively mature.
However, the object detection method has a great impact on
the object tracking results.

Vehicle tracking in condition of occlusion, appear-
ance or illumination change has been a challenging task over
decades [5]. Visual tracking is a central topic in computer
vision. However, the accurate localization of target object in
extreme conditions, such as occlusion, scaling, illumination
change, and shape transformation, still remains a challenge [6].
In this paper, the situation that the fast moving pedestrians
and non-motor vehicles in traffic video could be classified as
foreground vehicles is called the interference of pedestrians
and non-motor vehicles. The major difficulties of tracking
multiple vehicles are listed as follows.

1) Occlusion and separation of multiple vehicles could lead
to tracking failure.

2) Interference of pedestrians and non-motor vehicles
reduces the accuracy of tracking results.

3) Occlusion of multiple vehicles could result in loss of the
tracking rectangle and vehicle label drift. In other words,
an already detected and labeled vehicle loses tracking
and is detected again as a new vehicle and henceforth
re-labeled using another vehicle label.

It is necessary to solve the above problems and accurately
calculate the position and size of the vehicles to achieve stable
multiple vehicles tracking. Some methods have been studied
for solving the above problems. For instance, Zhang et al. [7]
researched the uncertainty bound for the multiple Gaussian
functions, termed Multiple Gaussians Uncertainty (MGU),
which generalizes the uncertainty principle for the single
Gaussian function. It pushed forward the research of target
detection. In [8], a system selectively fed the complementary
data emanating from the two vision sensors to different algo-
rithmic modules which together implemented three sequential
components. Although some methods partly solved the prob-
lems, the existing methods still have two deficiencies. The first
one is that the detecting results got by the existing methods
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are generally incomplete or unclear. The second one is that
the occlusion and interference caused wrong multiple vehicles
tracking [9]. For instance, an approach for tracking varying
number of objects through both temporally and spatially
significant occlusions was presented in [10]. It is noteworthy
that the ViBe is a relatively stable and light-weighted algorithm
among various methods, which is widely used in multiple
vehicles tracking. The ViBe is of low complexity and low
memory usage. It has better detection performance than other
background subtraction methods in many literatures [11].
However, it also has the above two deficiencies. Especially,
its first deficiency is mainly reflected in the appearance of the
ghost shadows at times [12].

To alleviate the above problems, a new approach to track
multiple vehicles with combination of robust detection and
two classifiers is proposed in this paper. The two classifiers
method is proposed because the ViBe only is difficult to
distinguish two different moving vehicles that block and
interfere with each other. The machine learning classifiers
can further classify the features of the target and solve the
occlusion problem. The main contributions of this paper are
summarized as follows.

1. An improved ViBe algorithm for robust and accurate
detection of multiple vehicles is proposed. It uses the gray-
scale spatial information to build dictionary of pixel life length
to make the ghost shadows and target’s residual shadows
quickly blended into the samples of the background. Because
the fixed threshold does not distinguish the foreground very
well, it also combines with the OTSU [13] method to set the
dynamic threshold.

2. A method using two classifiers to attack the problem of
failure to track vehicles with occlusions is designed. It clas-
sifies tracking rectangles with confidence values between two
thresholds through combining local binary pattern (LBP) with
SVM classifier and then using CNN [14] for the second time to
remove interference areas between vehicles and other moving
objects.

The rest of the paper is organized as follows. Section 2
gives a review of the related works. Section 3 describes
our improved method for tracking vehicles accurately.
Section 4 discusses our robust method to track multiple
vehicles with combination of two classifiers, followed by
the experiment results in section 5. This paper is concluded
in section 6.

II. RELATED WORKS

As mentioned above, vehicle detection methods are mainly
divided into the foreground detection method, the feature
detection method based on prior knowledge (such as sym-
metry, color and shadow, etc.), and the classifier based
method [3]. In [15], an object detection system based on
mixtures of multi-scale deformable part models was described.
The system was able to represent highly variable object
classes and achieved state-of-the-art results in the PASCAL
object detection challenges. The key insight of Aggregated
Channel Features [16] is that one may compute finely sampled
feature pyramids at a fraction of the cost without sacrificing
performance. For a broad family of features, features computed

at octave-spaced scale intervals are sufficient to approximate
features on a finely-sampled pyramid. A model for fine-grained
vehicle classification based on deep learning was proposed
to handle complicated transportation scenes [17]. This model
consisted of two parts, vehicle detection model and vehicle
fine-grained detection and classification model.

The current researches mainly focus on improving single
method mentioned above. The existing methods still have two
deficiencies. The first one is that the detecting results got
by the existing methods are generally incomplete or unclear.
The second one is that the occlusion and interference caused
wrong multiple vehicles tracking. This paper combines the
foreground detection method with the classifier based method
to resolve those problems.

The foreground detection method is divided into the
frame difference, optical flow and background subtraction
method [18]. The frame difference method obtains the moving
object contour by using the difference between two adjacent
frames in the video sequences. It is suitable for the situa-
tion that has multiple moving vehicles or a moving video
camera [19]. For instance, to overcome the limitations of the
MeanShift method, a new approach was proposed through
integrating the MeanShift algorithm and the frame difference
method in [20]. In [21], an improved three-frame differencing
algorithm and a foreground detection method combining back-
ground subtraction with the improved three-frame differencing
were proposed. The disadvantage of this method is that it
cannot extract the whole area of the object. Only the boundary
can be extracted. Even more, this method depends on the
choice of the time interval between frames. The fast moving
target could be detected as two separate objects and the slow
moving target could easily missed when the choice is not
appropriate [22]. The optical flow method determines the
position of each pixel by the change and correlation of the
pixel intensity data in the image sequence [23]. A varied
solution of the physics-based optical flow equation was studied
for extraction of high-resolution velocity fields from flow
visualization images in [24]. In [25], the implementation of a
simple wavelet-based optical-flow motion estimator dedicated
to continuous motions such as fluid flows was described. The
optical flow method is not suitable for real-time processing
due to high computational cost. In practical applications,
because the optical flow method is affected by illumination,
the optical flow field cannot be solved correctly [26]. The
background subtraction method is the most commonly used
motion detection method. It sets up background templates for
image sequences. The target information is obtained by getting
the difference between the current frame and the background
model. The Gaussian Mixture Model (GMM) [27], codebook
model [28] and ViBe are the mainstream approaches of the
background subtraction method. The GMM gets good per-
formance in nonlinear differential calculation and parameter
space, but the calculation and parameter settings are complex.
The codebook model adopts the method of quantization and
clustering. It doesn’t need to set the parameters, but it is
sensitive to light and consumes a lot of memory [29].

The ViBe algorithm has no special requirements for the type
of video stream, the color space and the scene type and needs
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less memory. It is a kind of light detection algorithm [10].
However, if the first few frames have moving object which
is changed from static to dynamic or from dynamic to static,
the ghost shadows appear. If there is a dynamic change in the
background, the accuracy of the object detection will decline
because the pixel difference is fixed. For these problems, some
researchers have put forward their own improvements. For
instance, in [30], a Belief Propagation approach for moving
object detection using a 3D Markov Random Field (MRF)
model was presented. This approach dealt with moving
object detection problems like objects camouflaged by similar
appearance to the background, or objects with uniform color
that frame difference methods can only partially detect. The
method in [31] generated an automated way to evaluate the
team behavior of trainees in a delivery simulation course using
video-processing techniques with emphasis on multiple people
tracking. It transferred the person location problem during
the occlusion into finding the local maximum points on a
smooth curve, so that visual persons in the partial or complete
occlusion could still be precisely captured.

The classifier based method is an important detection
method. The original method used a single machine learning
classifier to detect the object [32], which detected vehicles
from a nighttime driving scene taken by an in-vehicle monoc-
ular camera. The method classified vehicles according to the
features of the blob using support vector machine (SVM)
(Support Vector Machine). The paper [33] constructed an
original feature vector composed of 7 basic features and an
extended feature vector composed of 17 features according to
the basic features and semantic environment. The SVM was
used to recognize the vehicle-borne LiDAR point clouds of
street trees. Later, the hybrid classifier was adopted gradually.
A hybrid vehicle detection scheme which integrated the Viola-
Jones (V-J) and linear SVM classifier with HOG feature (HOG
+ SVM) methods was proposed for vehicle detection from
low-altitude Unmanned Aerial Vehicle (UAV) images [34].
A moving region extraction method based on Gaussian model
was used to reduce the scanning area of the window, excluded
some background noise and improved test speed [35]. The
action of cascading classification on samples achieved good
results for the detection of moving vehicles. Recently, deep
learning methods were applied to vehicle detection. Chen,
et al. proposed a method that consists of detection and
tracking modules using a region proposal network based on
Convolutional Neural Network (CNN) feature maps to achieve
a high level of robustness [36]. A denoizing-based CNN called
DCNN was proposed in [37]. A CNN with one fully-connected
layer was pre-trained first for feature extraction. After that,
features of this fully-connected layer were used to pre-train a
Stacked Denoizing Auto-Encoder (SDAE) in an unsupervised
way. Then, the pre-trained SDAE was added into the CNN as
the fully-connected layer.

In summary, the ViBe is a lightweight and robust algorithm
among the foreground detection methods while the CNN is an
advanced algorithm with high accuracy among the classifier
based methods. The consideration of the proposed method in
this paper is to fast track objects using the ViBe, and then
use the CNN as an aid to further detect objects from complex

environments. However, the ghost shadows appear at times
when using the ViBe, while the CNN is time consuming,
difficult to meet requirement of real-time vehicle detection.
To alleviate the disadvantages of the ViBe and CNN, a new
approach is proposed in this paper to track multiple vehicles
with combination of the improved ViBe and two classifiers.
The method tracks object vehicles using the improved ViBe,
then uses two classifiers as an aid to further detect the objects
from the complex environments. Using two classifiers enables
the method to have both time efficiency advantage of the first
classifier SVM and high accuracy advantage of the second
classifier CNN.

III. AN IMPROVED METHOD FOR TRACKING

VEHICLES ACCURATELY

A. An Improved Tracking Method

Detecting results got by the existing methods are generally
incomplete or unclear [9]. Failing to obtain all the char-
acteristic pixels introduce holes in the moving entity. For
instance, since the overlap of objects between two adjacent
frames is hard to be detected using the frame difference
method, it usually causes the cavities inside of objects. The
ViBe method [10, 11] is a relatively stable and light-weighted
algorithm among various methods, which deals with the above
problems better. However, the ghost shadows appeared at times
when using the ViBe. The fixed threshold of the ViBe may
have a good performance on single background segmentation,
but the accuracy of the foreground detection may be decreased
if the background is in multi-modal scene.

Our proposed algorithm is improved on the basis of the
original ViBe method to solve the above problems. The
improvements will be discussed in details after we first provide
a brief overview of the ViBe method in the following.

The random selection and neighborhood propagation mech-
anism of the ViBe are used to establish and update the
template. The algorithm mainly consists of four aspects,
i.e. background template definition, template initialization,
foreground detection, and template updating.

1) Background template definition. First, N background
sample values for each pixel of the image sequence
are established. Let’s define the European color space
value of position of x pixel as V (x), and Vi as pixel
values in the background sample space, i∈{1, N}. The
background template is shown in formula (1).

BG (x) = {V1, V2, V3, ....VN } (1)

2) Template initialization. Because similar pixels have
similar spatial and temporal distributing characteris-
tics, randomly selected pixel value has its background
sample value from its M neighborhood. As shown in
formula (2), t represents time, while NG (x) represents
the neighborhood pixels.

Bt
G (x) = {

V t (x |x ∈ NG (x))
}

(2)

3) Foreground detection. According to the corresponding
background template BG(x) of each pixel, the location
of the new pixels V (x) is classified into the fore-
ground or the background. Given a time t , the back-
ground template is represented as Bt−1

G (x), while the
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Fig. 1. The flowchart of reducing the ghost shadows of our improved ViBe method.

pixel value is V t (x). The foreground objects of an input
image are segmented according to formula (3) where R
is a fixed threshold for segmentation. If the number of
candidate sets in the background is greater than the given
minimum value, the new pixel is judged as a background
and is updated into the template.

V t (x) =
⎧
⎨

⎩

f oreground
∣∣
∣Bt−1

G (x) − V t (x)
∣
∣ > R

background
∣
∣
∣Bt−1

G (x) − V t (x)
∣
∣ < R

(3)

4) Background updating. Background is updated by ran-
dom sampling method. When a pixel is classified as
background, it has a probability of 1/ϕ to update the
background template. The position value of the neigh-
borhood also has the probability of 1/ϕ to be updated.
The probability that such a sample value is not updated
at time t is (N-1)/N . Assuming that the time is contin-
uous, after dt time, the probability that the sample value
is still preserved is shown in the formula (4).

P (t, t + dt) = e
− ln

(
N

N−1

)
dt

(4)

In this paper, an improved ViBe algorithm for detecting and
tracking multiple vehicles accurately is proposed. It uses the
gray-scale information to build life length dictionary of pixels
to make the ghost shadows or object’s residual shadows to be
quickly blended into the samples of the background. It also
combines with the OTSU method to set the dynamic threshold
to ensure that the foreground detection is still accurate for
multi-modal scene. More details are given in the following.

B. Method of Reducing the Ghost Shadows

Our new method for reducing the ghost shadows and getting
more complete detecting results is presented in the following.
The life length dictionary is used to save the time information
of the foreground. Background and neighborhood are updated

for the second time according to the threshold. The detailed
process steps are as follows.

1) Initialization of the algorithm. Set the number of sam-
pling template as n, then establish the background tem-
plate, finally define the life dictionary C (x , y) and the
flag bit dictionary F (x , y) of foreground pixels (x , y).

2) Analysis of the new pixel. Calculate the gray difference
with n sample points.

3) Detection of the object. The number of pixels with
gray difference less than the threshold R is recorded
as the base number. If the base is greater than the
given minimum threshold value, then the pixel is judged
as background. After C (i , j) and F (i , j) are set
as the initialization value 0, then go to step 4) and
step 5). If the base number is less than the minimum
threshold value, then the pixel is conservatively judged
as foreground. We set F (i , j) =1 and increase the
length of life dictionary C (i , j) by 1. If the count reaches
the threshold h of life length, then the pixel should be
integrated into the background template as the second
update, followed by going to step 4). After the new
pixels are traversed and processed, turn to step 2).

4) Using α as the base of updating the random num-
ber, a sample point randomly selected from n sample
points of background template is updated with the new
background.

5) A sample point randomly selected from the pixels in the
M neighborhood of the selected sample pixel is replaced.

The above steps are also shown in Fig. 1.
This method is different from the other improved methods.

It is the combination of life cycle of pixels and random
updating and neighborhood expansion. The advantage of this
method lies in removing misjudgment area and retaining the
advantages of the ViBe such as fast speed and low complexity.

Fig. 2 shows the detection results of dataset PETS2009. The
original graphs are Frame 45, Frame 215 and Frame 220 of
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Fig. 2. Comparison of the ghost shadows based on dataset PETS2009 in
Frame 45, Frame 215 and Frame 220.

Fig. 3. Comparison of the legacy ghost shadows based on PETS2009 dataset
in Frame 433 and Frame 467.

the freeway scene. The ghost shadows are labeled with red
rectangles. In the detecting results of the ViBe, Frame 45 has
obvious ghost shadows. Frame 215 remains 2 ghost shadows.
It cannot eliminate the ghost shadows only until Frame 220.
But our improved algorithm has eliminated the ghost shadows
completely in Frame 45. The outlines of the object vehicles
are also more complete in our algorithm.

Fig. 3 shows the detection results of experiments on dataset
PETS2009. The original graphs are Frame 433, Frame 467 of
the campus traffic scene video. The ghost shadows are labeled
with red rectangles. In Frame 433, the vehicle 1 enters the
parking space and tends to be stationary, while vehicle 2 is
ready to leave from static state to driving state. There are
obvious ghost shadows in the positions of vehicle 1 and
vehicle 2 using the ViBe, whereas the improved algorithm has
completely eliminated the ghost shadows and made the out-
lines of the object vehicles more complete. Frame 467 remains
two ghost shadows using the ViBe, whereas the improved
algorithm has completely eliminated the ghost shadows.

The experimental results show that this method can suppress
ghost effectively.

C. A Dynamic Threshold Method

Fixed threshold is used in the ViBe to judge whether the
pixel should be added in background template. It is unstable
in scenes with changes. This is also one of the deficiencies
of the ViBe algorithm. It is necessary to consider the dif-
ferent dynamic situations during the process of classifying
foreground and background for traffic video.

In our improved method, the OTSU is introduced to improve
the original algorithm. The OTSU is a classical image

segmentation method. The principle is the idea of
clustering [13]. It makes the difference of gray values
between the two parts maximum so that image pixels can be
easily classified into two parts according to the gray level.
We calculate variance to find a suitable gray level. The use
of the OTSU method for image segmentation minimizes the
probability of misclassification.

The background sample value of each pixel is constructed
by using the ViBe, while the update of the sample is deter-
mined by the probability which retains valid sample values.
According to these good characteristics, at time t, the first sam-
ple value is selected as the background frame. Then difference
between the background frame and current frame I (x , y)
is calculated. Differential image D (x , y) only contains the
foreground and background, which is suitable for the OTSU.

Gray level of D (x , y) is set to L. The pixels can
be classified into two categories named {0, 1, T} and
{T, T+1, …, 255}, respectively. The variance between the two
categories is calculated according to formula (5)

σ 2 = P0 [u0 − u]2 + P1 [u1 − u]2 (5)

Here, P0 and P1 represent the probability of the occurrence
of two types of pixels, respectively. Variable u represents the
average gray value, while u0 and u1 represent the average
gray value of the two types of pixels, respectively. The
greater the value of formula (5) is, the better the threshold
of segmentation is. Through using Formula (6), the optimal
value of the inter-class variance t∗ is the optimal dynamic
threshold after the whole image is traversed. Because the first
frame of the selecting sample is used as the background frame,
in order to avoid too large or too small threshold, the bias
threshold of t∗ is limited. The upper and lower thresholds
are represented as Tmin and Tmax .

t∗ = Arg max
0≤i≤255

σ 2 (6)

After using the improved method to distinguish the moving
object, the post-processing is improved in the following two
aspects.

1) Expansion and corrosion are employed to eliminate thin
objects, smooth boundaries and fill small holes of the
foreground.

2) The moving object contour in the binary image is
calculated. The smaller density area of foreground image
is released at first [40]. The center of the region meeting
the minimum area condition is searched. The holes of
this kind of regions are filled through image growth
method in the regions. These make the moving object
more obvious and complete.

IV. A ROBUST METHOD TO DETECT MULTIPLE VEHICLES

WITH COMBINATION OF TWO CLASSIFIERS

In order to solve the problem that occlusion and inter-
ference causes wrong multiple vehicles tracking, the two
classifiers method is designed. Using two classifiers enables
the method to have both time efficiency advantage of the first
classifier SVM and high accuracy advantage of the second
classifier CNN.
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Fig. 4. A vehicles tracking method with combination of robust detection and two classifiers.

Fig. 5. Connected regions.

The improved ViBe is used to extract the connected areas
to detect moving vehicles firstly. Then the SVM classifier
combined with LBP features [15] is used to scan on the image.
If the confidence level is less than the low threshold Tmin , it is
determined not to be the object vehicle. The area rectangle is
discarded directly. If the confidence value is greater than Tmin

and less than the high threshold Tmax , then the connected
region may be the candidate vehicle tracking frame. The
CNN classifier with CNN features [17] is used as the second
classification to remove the interference region. If the confi-
dence value is greater than Tmax , then it can be judged as
the correct tracking area. It is added into connected region
table directly. After the foreground detection and classification
of vehicle tracking rectangle, the connected region matching
algorithm is used to do the correlation analysis for the motion
of vehicle’s front and rear frame to achieve stable multiple
vehicles tracking.

The major steps of the above two classifiers algorithm are
listed in Algorithm 1 as follows. Our proposed method is also
shown in Fig. 4.

A. Extraction of Connected Region

The first step of multiple vehicles tracking is the segmen-
tation of the binary foreground and the extraction of the
minimum enclosing rectangle (noted as MER in this paper)
so as to lay the foundation for the next tracking recognition
and get the correct and complete connected regions.

After the improved ViBe is used to detect the moving
vehicles in traffic video, the connected regions are obtained.

Algorithm 1 Two Classifiers Algorithm
Input:
(1) Low and high confidence value Tmin , Tmax ;
(2) Video x that was pre-positioned by the improved ViBe.
Steps:
1: for (int i =0; i < x ; i++)
2: LBP feature is extracted with rotation invariance LBP =
min{ROR(LBP)};
3: LBP feature is classified by SVM, where result is x̄ ;
4: if (confidence of x̄ < Tmin) then
5: Abandon
6: elseif (Tmin <= confidence of x̄ <= Tmax) then
7:x̄ is classified by CNN, where the result is y
if( y == true) then
MatchOi , i =1, …N1with Ni , i =1, 2, …, N2
else
Abandon
8: else // here, confidence of x̄ > Tmax

9: Match Oi , i =1, …N1 withNi , i =1, 2, …, N2

Fig. 6. An example of minimum enclosing rectangle (MER) .

The connected region is a region with the same category
of pixels connected in the image. There are two kinds of
neighborhood relations. They are the 4 neighborhood and the
8 neighborhood. In this paper, the 8 neighborhood is used,
as shown in Fig. 5. First of all, the double scan method is used
to scan the foreground image according to the relation between
the adjacent pixels. All connected regions can be labeled by
scanning the image sequence twice.
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Fig. 7. Examples of some positive and negative samples.

1) In the first pass, a location label is assigned to each
pixel. One or more different label may be assigned to
a set of pixels in the same connected region during the
scan. Therefore, we need to normalize these labels which
belong to the same connected region with different
labels.

2) The second scan is to classify the pixels with the same
relationship into a connected region and assign the same
label.

3) After all the connected regions are marked, small con-
nected regions are removed according to the regional
connectivity threshold at first. Then the MER for remain-
ing connected region. Because the camera angle is
generally fixed, only the MER of the object exceeding
a certain area threshold is accepted. The MER of a
connected region is shown in Fig. 6.

B. First SVM Classification Based on LBP Feature

After extracting the effective moving masses, it is necessary
to find out whether this is an effective vehicle tracking area,
so as to avoid the interference of non-motor vehicles or
pedestrians. The SVM classifier combined with LBP operator
can well identify the tracking regions. Because of the superi-
ority of the SVM classifier in the nonlinear high dimensional
space [41], the LBP operator is combined with the SVM classi-
fier. Using LBP has the advantages of rotation invariance and
gray invariance [42]. The detailed vehicle detecting process
steps of the SVM classification based on LBP feature are as
follows.

1) Vehicle samples and negative samples of unrelated
scenes are collected, as shown in Fig. 7 as a simple
example. Then the LBP features of objects are extracted.

2) These features are applied to the SVM classifier to form
a new SVM classifier.

3) Connected area rectangles are used as input for scanning
one by one. The confidence value of each tracking
rectangle is calculated.

4) The confidence threshold is set. When the confidence
level is less than Tmin , then the area rectangle is dis-
carded. If the threshold is greater than Tmax , then the
rectangle is added into the regional connectivity table.

5) The connected regions with the confidence level between
Tminand Tmax may be the candidate vehicle tracking
rectangle. They are chosen to be classified twice.

C. Second CNN Classification Based on CNN Feature

The confidence level of the tracking rectangle has been
effectively obtained by the first cascade classification. Accord-
ing to the confidence level, the second classification is needed
for further judging those possible false detection in the
first classification. The CNN is one of the most advanced
algorithms among the classifier based methods. The greatest
advantage of this approach is its high accuracy [43]. But
the computational complexity of CNN is higher than that of
ordinary machine learning algorithms [44], and the algorithm
is time-consuming. It not only achieves the integration of
multiple local features, but also improves the accuracy of
vehicle tracking. The process of the second classification based
on CNN method is as follows.

1) The CNN feature of the object vehicle is extracted from
a large number of vehicle samples and negative samples.

2) These features are applied to the CNN classifier to form
a new CNN classifier.

3) Connecting regions with confidence level between Tmin

and Tmax are classified by the CNN.

The most reliable tracking rectangle of a moving vehicle
is obtained through using the two classifiers. The vehicle
occlusion causes loss of tracking rectangle and the phenom-
enon of vehicle label drift in the tracking process. Therefore,
we further use the method of region matching [45] to complete
tracking.

D. Multiple Vehicles Tracking Based on Region Matching

After using the SVM classifier and the CNN classifier,
the most confident tracking rectangle of the moving vehicle is
obtained. In order to avoid the loss of the tracking rectangle
and the phenomenon of the vehicle label drift caused by the
occlusion so as to make the label correctly, this paper uses the
region matching method to analyze the connected region of
tracking rectangles. The detailed process steps are as follows.

1) Creating history vehicle table Old-list at first according
to multiple frames to store history vehicles, i.e. the vehi-
cles already detected. There are coordinate information
of the existing vehicle tracking rectangle and lost frames
L Oi of each tracking rectangle in Old-list, where Oi ,
i = 1, …N1, represents the history vehicles.

2) Creating a new vehicle table New-list for the current
frame to store the new coordinates of detecting vehicle
tracking rectangle. Here, Ni , i = 1, 2, …, N2, represents
a new observation track vehicle.

3) Creating an observation vehicle table Current-list.
Current-list contains the coordinates of the vehi-
cle tracking rectangle to be observed, noted as Ci ,
i = 1, …N3. Multiple vehicles tracking is the matching
process between Ni and Oi .

4) Calculating the matching degree of Ni and Oi . The
overlap ratio of the MER is calculated using the vehicle
coordinates, as defined as f as follows.

f = Soi∩Ni

Soi + SNi

(7)
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Fig. 8. Comparison of the legacy ghost shadows based on Highway video
sequences in Frame 788.

Variable SOi∩Ni represents the overlapping area between
Ni and Oi .Variable SOi and SNi represent the MER of
SOi and Ni, respectively. Variable f represents the similarity
of matching.

5) Traversing New-list and Old-list and updating the
Current-list and Old-list.

V. EXPERIMENTS

A. Qualitative Analysis

Qualitative analysis was done first from the vehicle detec-
tion and the vehicle tracking aspects. Our qualitative exper-
iments were carried out using four sets of traffic videos
according to previous experience. After that, statistical indica-
tors and methods of classification algorithms were introduced.
Different background subtraction based tracking methods such
as the ViBe, the GMM, the LBP-OTSU and the improved
ViBe were used in the comparison experiments. Experimental
traffic videos of qualitative analysis are chosen from dataset
PETS2009 and dataset changedetection.net 2012.

In this paper, the parameters of the algorithm are set
as follow. Variable n represents the number of background
samples. Variable m represents the number of neighborhood.
Variable h represents the threshold of life length dictionary.
The corresponding values of the parameters are as follows.
Variable n is set as 20. Variable m is set as 8. Variable h is set
as 15. The updating probability of the template is set as 16.
Variable Tmin is set as 20 and Tmax as 35. The operating envi-
ronment is PC (Intel (R) i5-4210M (TM) CPU @ 2.60 GHZ,
with 8.00GB install memory (RAM), Windows 8.1 (64bits)
operating system. The algorithms were developed in VS2010,
using OpenCV 2.4.6.

1) Qualitative Analysis of Multiple Vehicles Detection:
Experiments are based on the comparisons of the GMM
and the LBP-OTSU to improve the contrast. Fig. 8 (a) to
Fig. 8 (f) indicate the original image, true value map and the
detection results of the GMM, the LBP-OTSU, the ViBe and
the improved ViBe, respectively, in Frame 788 of Highway
video sequence. The scene of Fig. 8 is not uniform because
the tree leaves of background produce irregular flicker and
the vehicle moves faster. The deviation of different detection
algorithms is obvious. The increase of the objects leads to
the increase of the weight of the Gaussian template and the
outline of the vehicles appearing different degrees of fracture.
The using of LBP-OTSU improved the adaptability of the

Fig. 9. Comparison of different algorithms based on Fountain video
sequences.

pixel threshold. The LBP operator has certain inhibition on the
light, but the noise suppression effect is poor so that there are
more holes in the detecting results. The detection effect of the
ViBe is reduced due to the rapid movement of the vehicles,
but its anti-interference ability is not strong. The proposed
algorithm effectively eliminates the ghost shadows. The results
of vehicle detection of our method are more complete with
much less false detected pixels for vehicles.

The second scenario of comprehensive comparison is shown
in Fig. 9. The Fountain sequence of the dataset changede-
tection.net 2012 is selected as a challenging dynamic back-
ground traffic video in this paper. Fig. 9 (a) is Frame 737 of
a sequence. Fig. 9 (b) is the truth bitmap. Fig. 9 (c),
Fig. 9 (d), Fig. 9 (e), Fig. 9 (f) are the GMM detection bitmap,
the LBP-OTSU detection bitmap, the improved ViBe detection
bitmap and the original detection bitmap, respectively.

There are noises caused by the fountain and swaying
branches next to the road. When a vehicle passes, the detected
vehicle contours using the GMM and the LBP-OTSU are
incomplete while the noise interference is obvious. In this
paper, the adaptive threshold is used in our improved
algorithm. Compared with the ViBe, the detection results of
our improved method are clearer. It overcame the noise and
improved the accuracy of the object vehicles.

2) Qualitative Analysis of Multiple Vehicles Tracking: This
paper uses the two traffic crossroads videos and a video gath-
ered by ourselves. Aiming at the interference of pedestrians
and non-motor vehicles, the case of vehicles moving from
separation to occlusion situation or the case of vehicles moving
from occlusion to separation are analyzed. The experimental
results are shown in Fig. 10.

The scene of Fig. 10 is a traffic station. The multiple
vehicles tracking is relatively stable in the case that the
vehicle does not have a large occlusion and the interference
of pedestrians and non-motor vehicles.

Fig. 11 shows the tracking results of the case that vehicles
moving from separation to occlusion. The tracking results are
stable using our method.

From Fig. 11, in Frame 304, the No. 28 vehicle occludes a
car behind it. In Frame 306, the two cars are in serious mutual
occlusion. The car previously behind is given a new number 27
while the No.28 vehicle is in stable tracking. In Frame 443,
several cars have mutual occlusions. In Frame 445, vehicles
separate from each other while the whole process is in the
normal tracking.
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Fig. 10. Multiple vehicles tracking results in general cases.

Fig. 11. Multiple vehicles tracking results of the case that vehicles moving
from separation to occlusion.

Fig. 12. Multiple vehicles tracking results of the case that vehicles are
moving from occlusion to separation.

Fig. 12 shows the results of vehicle tracking from separation
to occlusion. The tracking results are still stable using our
proposed method.

From Fig. 12, in Frame 151, a taxi appears behind the
No.14 vehicle. In Frame 159, those two cars appear serious
occlusion. In Frame 165, the two cars still keep close dis-
tance. In Frame 168 multiple objects are not affected by the
separation of the three vehicles.

The scene of Fig. 13 is in the traffic video gathered by
ourselves. There are interference of pedestrians, bicycles and
occlusion of vehicles in the video. But the tracking results are
still stable using our proposed method.

Fig. 13. Multiple vehicles tracking results of the case that vehicles are
moving with the interference of pedestrians and bicycles.

Fig. 13 shows that No.3 car at the middle of the cross-
ing area with interfere pedestrians, bicycles and mobile in
Frame 249. The pedestrians, bicycles and mobile that are
moving at a relatively fast speed introduce interference and
noises. In Frame 287, the connected region is separated. The
proposed method tracked the emerging cars quickly. Bicycles
and pedestrians were not mistakenly detected. In Frame 346,
the vehicles gradually change from the whole occlusion to the
local occlusion. Although the pedestrian and bicycle are more
and more obvious, the proposed method has good robustness
to avoid the interference of pedestrians and bicycles, as well
as the occlusion of vehicles.

B. Quantitative Analysis

In this paper, the improved ViBe is used to track vehicles,
then two classifiers are used as an aid to further detect
the objects from the complex environments. Tracking object
vehicles using the improved ViBe has advantage of low
complexity, lightweight, low memory usage. This method has
better detection performance than other background subtrac-
tion methods in many literatures [11]. Using the two classifiers
enables our method to have both time efficiency advantage of
SVM and high accuracy advantage of CNN. Only objects that
are not recognized as vehicles by SVM + LBP are put into
the CNN classifier.

To further verify the robustness of the proposed method,
the method was compared with the existing advanced methods
using quantitative analysis. The quantitative evaluations for
both detection and tracking real-time were done to verify
the reliability of our method. The detection accuracy of
the proposed method was compared with other advanced
object detection methods using ROC curves. The tracking
evaluation focuses on comparing the tracking position error
of the improved ViBe with other existing advanced back-
ground subtraction based tracking methods. On the other hand,
the improved ViBe not only contains tracking algorithm, but
also contains foreground detection algorithm. The foreground
detection evaluation was also done to prove the efficiency of
the improved ViBe.

1) Quantitative Analysis of Multiple Vehicles Detection:
Recently, some advanced methods of object detection
appeared, such as DPM model, CNN feature based method,
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Fig. 14. Average ROC of object detection methods on standard dataset.

ACF detector, and Viola-Jones method. Although these meth-
ods have some variations in recent years, their major ideas
are still similar. Therefore, our method is compared with
their popular variants in recent years. We have conducted
our comparison experiments against the DPM model [15],
the CNN feature based method [36], the ACF detector [16],
and Viola-Jones (V-J) method [34].

First of all, we conducted comparative experiments using
both the standard dataset and our self-collected dataset. Cross
validation method was used to draw the average ROC curve of
different algorithms. Ten thousand images of category “car”
and ten thousand other kinds of images which were shuffled
and collected in the cifar10 [46] dataset were combined as the
standard dataset. Five hundred self-collected pictures of traffic
vehicles and 500 non-vehicle pictures which contain sky,
pedestrians, motorcycles and traffic signs elements were com-
bined as the self-collected dataset. Part of the self-collected
dataset has been shown in Fig.7. The standard dataset was
used to verify the universality of the method. Because the
self-collected images are more complex and close to the real
road condition, they were used to verify the superiority of the
proposed method. Forty percent of cross validation was used
in the experiments to get the average ROC curves.

It is shown in Fig.14 and Fig.15 that the proposed method
has the largest AUC area on the two testing dataset. AUC area
is a common classifier evaluation index. The larger the area
of AUC is, the better the performance of the method [47].
As a foreground detection method, the detection efficiency of
the ViBe on static datasets is not very high. The effect of
the CNN based method is close to the proposed method. The
superiority of the CNN method in the field of vehicle detection
is further verified. The other methods also worked well, but
in the specific field of vehicle detection, the proposed method
and the CNN method are better than other methods.

On the other hand, technically, the ViBe is an objects
tracking method. Generally, tracking methods such as the
ViBe not only contain tracking algorithm, but also contain
foreground detection algorithm. In this paper, the ViBe is
improved. The ViBe is a foreground detection method based

Fig. 15. Average ROC of object detection methods on self-collected dataset.

Fig. 16. Average ROC of foreground detection methods on videos.

on background difference. Therefore other advanced back-
ground subtraction methods were used as the comparison
methods in our experiments. Average ROC curves of fore-
ground detection methods on 1000 frames of image sequence
extracted individually in Highway and Fountain videos were
calculated. The results are shown in Fig.16.

Detection time of vehicle detection in traffic video is the
running time of detection algorithm on the test dataset. In order
to verify whether the proposed method has good real-time
performance as expected, the average time consumption of
different algorithms on the test dataset were recorded. In the
experiments, the two datasets mentioned above, i.e. the stan-
dard dataset with 10,000 images and the self-collected dataset
with 500 images, were divided into 60% of training dataset
and 40% of test dataset for cross validation. The results are
shown in TABLE I.

As seen in Table I, the time consumption per frame of the
proposed method is far less than the time consumption of the
method that only uses the CNN classifier. Although the time
consumption per frame of the proposed method is greater than
those of the other methods, our method is still quite fast and
capable of running in real-time. The CNN method has the best
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TABLE I

AVERAGE TIME CONSUMPTION PER FRAME

Fig. 17. Tracking error of tracking algorithms on Highway video.

Fig. 18. Tracking error of tracking algorithms on Fountain video.

accuracy according to Fig. 14, but the experiments in Table I
indicate that the CNN is time consuming and potentially has
problem of running in real-time for large-scale dataset unless
having better support from hardware. Therefore, compared
with other methods, our method not only has high detection
rate, but also consumes much less time than the CNN method,
thus ensuring the efficient real-time performance.

2) Quantitative Analysis of Multiple Vehicles Tracking:
The tracking evaluation focuses on comparative experiments
between the improved ViBe method and some other existing
tracking methods based on background subtraction. Tracking
position errors of our method and these methods were obtained
and compared. The true centroid coordinates were calibrated
every 100 frames. The average of the absolute value of

the offset error and the x coordinate error were added and
calculated for average value. The experimental results are
shown in Fig. 17 and Fig. 18.

As demonstrated in Fig. 17 and Fig. 18, the tracking position
error of the proposed method has been substantially improved
compared with other methods. Our proposed method, same
as other algorithms, did not completely fail to detect any
vehicle objects, but meanwhile having good accuracy and time
efficiency according to the experiments discussed above. This
further validates the robustness of our proposed method.

VI. CONCLUSION

In this paper, a new method to track multiple vehicles
with combination of robust detection and two classifiers is
proposed. We propose the improved ViBe for robust and
accurate detection of multiple vehicles. It effectively restrains
dynamic noise and removes the ghost shadows and object’s
residual shadows quickly. In this paper we also designed a
method using two classifiers to attack the problem of failure
to track vehicles with occlusions. The two classifiers method
has both time efficiency advantage of the SVM and high
accuracy advantage of the CNN. Several quality evaluation
criteria based on statistics index of classification algorithms
are adopted. The comparative experiments were conducted
to evaluate the quality and performance using these criteria
between the proposed method and some popular algorithms.
The qualitative and quantitative experiments showed that our
improved method removed the ghost shadows, improved the
detection accuracy and overall performance, and was robust to
deal with the occlusion of vehicles in various traffic scenes.
In the future, we will further combine with the deep learning
technologies to carry out the research of vehicle detection,
tracking and recognition.
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